1 Introduction

Multi-objective Optimization Problems (MOP) are minimization problems characterized by multiple, conflicting objective functions. It arises in real world applications that require a compromise among multiple objectives. The set of optimal trade-off solutions in the decision space is the Pareto Set (PS), and the image of this set in the objective space is the Pareto Front (PF). Finding a good approximation of the Pareto Front is a hard problem for which multiple Evolutionary Algorithms have been proposed, \(^1\).

The Multi-Objective Evolutionary Algorithm Based on Decomposition, (MOEA/D) \(^2\) is an effective algorithm for solving MOPs. The main characteristic of MOEA/D is to decompose the multi-objective optimization problem into a set of single objective subproblems. It has been observed that some subproblems require more attention than others, and take more effort to converge to an optimal solution \(^3\) wasting computational effort by trying to improve solutions that are not very promising \(^4\). This can be a critical issue in large-scale MOP problems that require costly simulations \(^5\).

To address this issue, Resource Allocation (RA) techniques have been proposed. They distribute the computational effort to each subproblems differently, based on an estimation of the relative importance of each subproblem \(^3\), \(^6\), \(^7\). The estimation of subproblem importance is done by Priority Functions.

In this work, we study Priority Functions to improve the quality of Resource Allocation. Here, we first report results of Priority Function based on critical issues: Decision-Space Diversity (DS) \(^8\), \(^9\) and Inverted Decision-Space Diversity (iDS) \(^9\) that are based on the diversity of subproblems and their solutions on decision space, and the Relative Improvement (R.I.) \(^6\), \(^3\) that is based on how much a solution objectives values improved over iterations.

The results of our first experiment show that DS largely improved the performance of MOEA/D, leading to better Inverted Generational Distance (IGD) and higher percentage of non-dominated solutions on benchmark functions. To our surprise, result is that assigning random priority also improves MOEA/D performance, although not to the degree of DS.

The Random Priority Function changes MOEA/D, by making it possible to hold around 50% of the population, changing only the other half of the population. Based on the surprising results of this Priority Function we extend the studies by making it possible to (indirectly) control the percentage of the population that will be hold. We conduct a small experiment on this more controllable Random Priority Function. The results show that limiting the number of solutions has a great positive impact on the performance of MOEA/D in terms of IGD values.

2 Background

2.1 Priority functions

Priority functions are used in Resource Allocation (RA) to determine the preferences between subproblems \(^10\). These functions take information about the progress of the algorithm’s search, and
Algorithm 1 MOEA/D-SRA (Simple Resource Allocation)

1: Initialize the weight vectors $\lambda_i$, the neighborhood $B_i$, the priority value $u_i$ every subproblem $i = 1, ..., N$.
2: while Termination criteria do
3:   for $i = 1$ to $N$ do
4:      if $\text{rand}() < u_i$ then
5:         Generate an offspring $y$ for subproblem $i$.
6:         Update the population by $y$.
7:         if Number of subproblems updated $\leq 3$ then
8:            (Update all subproblems, reset all $u_i$ to 1)
9:      end if
10:   end for
11: end while
12: Evaluate the population, and update all $u_i$ using a Priority Function.

Algorithm 2 Priority Function: Decision Space Diversity (DS)

1: Input: $X^t$ decision vectors of solutions; $X^{t-1}$, decision vectors from the previous solutions; $N$, the population size.
2: for $i=1$ to $N$ do
3:   $u[i] = ||X^t_i - X^{t-1}_i||$
4:   $u = \text{scale} (u)$ ▷ between 0 and 1
5: Return $u$

Algorithm 3 Priority Function: Inverted Decision Space Diversity (iDS)

1: Input: $Y^t$, objective function values from the incumbent solutions; $Y^{t-\Delta T}$, objective function values from incumbent solution of iteration $t-\Delta T$, $u$ from the previous $\Delta T$ iteration;
2: for $i=1$ to $N$ do
3:   $u[i] = \frac{Y^t[i] - Y^{t-1}[i]}{Y^t[i]}$
4: if $\max(u) = 0$ then
5:   $\forall u[i]; u[i] = 1$
6: else
7:   $u = u / (\max(u) + 1.0 \times 10^{-50})$
8: Return $u$

Algorithm 4 Priority Function: Relative Improvement

1: Input: $Y^t$, objective function values from the incumbent solutions; $Y^{t-\Delta T}$, objective function values from incumbent solution of iteration $t-\Delta T$, $u$ from the previous $\Delta T$ iteration;
2: for $i=1$ to $N$ do
3:   $u[i] = Y^t[i] / (Y^t[i] + 1.0 \times 10^{-50})$
4: if $\max(u) = 0$ then
5:   $\forall u[i]; u[i] = 1$
6: else
7:   $u = u / (\max(u) + 1.0 \times 10^{-50})$
8: Return $u$

Algorithm 5 Priority Function: Random

1: Input: $N$, the population size.
2: for $i=1$ to $N$ do
3:   $u[i] =$ value sampled uniformly from the $[0,1)$ interval
4: Return $u$

3.1 Decision Space Distance: DS and iDS Priority Functions

We highlight the MOEA/D-GRA 3) , MOEA/D-DRA 6) and the Two-Level Stable Matching-Based Selection in MOEA/D 12) that uses Relative Improvement (R.I.) as priority function. These studies show that using Priority Functions for RA can help MOEA/D performance.

3 MOEA/D-SRA

Algorithm 1 describes the MOEA/D with Simple Resource Allocation (MOEA/D-SRA) 8) . For more information, see the work of Lavinas et. al 8) .

We guide the distribution of computational resources among subproblems over iterations 11) . The idea behind Decision Space Distance (DS) is that by considering diversity as the Priority Function more resources are given to solutions that are different to their parents, forcing MOEA/D to focus on less explored areas, and leading to higher exploration of the decision space. Algorithm 2 details the calculation.

In the opposite fashion, the inverted Decision Space Distance (iDS) gives more resources to solutions that are similar to their parents, forcing them to improve more. iDS is the inverse of DS, prioritizing solutions that DS does not prioritize.
Algorithm 3 details the implementation.

### 3.2 Relative Improvement Priority Function

The Relative Improvement (R.I.) Priority Function allocates resources to subproblem based on an estimation of problem difficulty. Subproblems where the fitness of the incumbent solution has improved further over the last $\Delta T$ iterations receive higher priority under this function. Algorithm 4 details the implementation. For more information about this priority function, see the works of Zhou, Zhang and Nasir.

### 3.3 Random Priority Functions

As a baseline for comparison we also define a Random Priority Function. This function samples the priority value $u_i$ from an uniform distribution. This should, on average, allocate the same amount of resources for all subproblems over the optimization process. Algorithm 5 gives the details on its implementation.

### 4 Experimental Results and Discussion

We compare MOEA/D-SRA, Algorithm 1, with five different RA strategies: four RA using DS, i-DS, Random and Relative Improvement Priority Functions (R.I.); and MOEA/D-DE with no RA.

For comparison we use two function sets: the DTLZ function set, with 100 dimensions and $k$ = dimensions - number of objectives +1, where the number of objectives is 2; and the UF function set, with 100 dimensions.

#### 4.1 Experimental Parameters and Evaluation

We use MOEA/D-DE standard parameters for each strategy: update size $nr = 2$, neighborhood size $T = 20$, and the neighborhood search probability $\delta_p = 0.9$. The DE mutation operator value is $F = 0.5$. The Polynomial mutation operator values are $\eta_m = 20$, $p_m = 0.03333333$ and the lower and upper bounds are respectively $(-2, 2)$. The decomposition function is Simple-Lattice Design (SLD), the scalar aggregation function is Weighted Sum (WS), the update strategy is the Restricted Update Strategy and we performed a simple linear scaling of the objectives to $[0, 1]$. For every strategy/function pair we perform 21 repetitions with 30000 function evaluations and population size $N = 350$.

We compare the results of the different strategies based on their Inverted Generational Distance (IGD) metrics (Lower values of IGD are better). The Pairwise Wilcoxon Rank Sum Tests is used to analyze differences in IGD values with confidence $\alpha = 0.05$ and with the Hommel adjustment method for multiple comparisons.

#### 4.2 Analysis of IGD Results

Table 1 shows that the methods with RA always show better IGD values. The Pairwise Wilcoxon test results in Table 2 indicate significant differences in IGD favoring the use of Resource Allocation over MOEA/D-DE without RA, no matter the Priority Function.

Among the Priority functions, the DS achieves best IGD values in about 75% of all the functions; however our statistical analysis indicated that the DS was superior to each of the other methods (See Table 2). Our baseline, Random Priority Function, had very good results, in some cases even better than DS or R.I.

#### 5 A Deeper Analysis of Random Priority Function

In Section 4.2, we showed that there is no statistically difference between the R.I. priority function and the Random priority function (Table 2). This suggests that updating only part of the population every iteration under MOEA/D might have a positive effect.

Right now, the Random Priority Function, subsection 3.3, selects around 50% of the population at each iteration. The same overall behavior can be achieve by setting a fix value of 0.5 as the Priority Function value. To study how much of the population should be updated, we propose a new experiment where we fix the priority values, $u_i$, to: 0.10, 0.20, 0.40, 0.60, 0.80 and 1.00. We highlight
Table 1: IGD medians in parenthesis for MOEA/D-DE without Priority Functions, DS, i-DS, Random and R.I. The number in parenthesis is the standard deviation. The best value for each function is indicated in Bold.

<table>
<thead>
<tr>
<th>IGD</th>
<th>MOEA/D-DE</th>
<th>DS</th>
<th>i-DS</th>
<th>Random</th>
<th>R.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>UF1</td>
<td>0.425 (0.042)</td>
<td><strong>0.146 (0.013)</strong></td>
<td>0.326 (0.022)</td>
<td>0.250 (0.032)</td>
<td>0.223 (0.030)</td>
</tr>
<tr>
<td>UF2</td>
<td>0.130 (0.009)</td>
<td>0.104 (0.012)</td>
<td>0.104 (0.009)</td>
<td>0.103 (0.010)</td>
<td><strong>0.093 (0.008)</strong></td>
</tr>
<tr>
<td>UF3</td>
<td>0.301 (0.006)</td>
<td><strong>0.274 (0.010)</strong></td>
<td>0.283 (0.006)</td>
<td>0.278 (0.009)</td>
<td>0.281 (0.008)</td>
</tr>
<tr>
<td>UF4</td>
<td>0.112 (0.003)</td>
<td>0.108 (0.002)</td>
<td>0.111 (0.003)</td>
<td>0.109 (0.003)</td>
<td><strong>0.107 (0.003)</strong></td>
</tr>
<tr>
<td>UF5</td>
<td>2.163 (0.060)</td>
<td><strong>1.333 (0.106)</strong></td>
<td>1.923 (0.093)</td>
<td>1.591 (0.086)</td>
<td>1.551 (0.103)</td>
</tr>
<tr>
<td>UF6</td>
<td>0.408 (0.054)</td>
<td><strong>0.332 (0.049)</strong></td>
<td>0.250 (0.039)</td>
<td>0.236 (0.033)</td>
<td>0.236 (0.033)</td>
</tr>
<tr>
<td>UF7</td>
<td>0.392 (0.006)</td>
<td><strong>0.274 (0.010)</strong></td>
<td>0.283 (0.006)</td>
<td>0.278 (0.009)</td>
<td>0.281 (0.008)</td>
</tr>
<tr>
<td>UF8</td>
<td>0.112 (0.003)</td>
<td>0.108 (0.002)</td>
<td>0.111 (0.003)</td>
<td>0.109 (0.003)</td>
<td><strong>0.107 (0.003)</strong></td>
</tr>
<tr>
<td>UF9</td>
<td>4.105 (0.153)</td>
<td><strong>2.97 (0.216)</strong></td>
<td>3.788 (0.179)</td>
<td>3.24 (0.189)</td>
<td>3.094 (0.273)</td>
</tr>
<tr>
<td>UF10</td>
<td>DTLZ1 411.5 (157.1)</td>
<td>387.8 (95.08)</td>
<td>564.4 (112.1)</td>
<td>301.7 (123.0)</td>
<td>257.8 (99.73)</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>0.309 (0.027)</td>
<td><strong>0.140 (0.019)</strong></td>
<td>0.218 (0.035)</td>
<td>0.187 (0.022)</td>
<td>0.179 (0.017)</td>
</tr>
<tr>
<td>DTLZ3</td>
<td>1409 (300.2)</td>
<td><strong>1006 (318.0)</strong></td>
<td>1440 (346.1)</td>
<td>801.6 (225.3)</td>
<td><strong>245.4 (380.5)</strong></td>
</tr>
<tr>
<td>DTLZ4</td>
<td>0.404 (0.071)</td>
<td><strong>0.131 (0.034)</strong></td>
<td>0.263 (0.050)</td>
<td>0.206 (0.029)</td>
<td>0.230 (0.102)</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>0.326 (0.027)</td>
<td><strong>0.148 (0.020)</strong></td>
<td>0.224 (0.034)</td>
<td>0.186 (0.020)</td>
<td>0.179 (0.019)</td>
</tr>
<tr>
<td>DTLZ6</td>
<td>29.23 (2.814)</td>
<td><strong>0.096 (0.777)</strong></td>
<td>23.29 (1.267)</td>
<td>16.68 (2.663)</td>
<td>16.32 (2.586)</td>
</tr>
<tr>
<td>DTLZ7</td>
<td>3.213 (0.353)</td>
<td><strong>0.287 (0.222)</strong></td>
<td>2.229 (0.244)</td>
<td>1.719 (0.213)</td>
<td>0.783 (0.208)</td>
</tr>
</tbody>
</table>

Table 2: Statistical analysis of the IGD difference between the methods: MOEA/D-DE without Priority Functions, DS, i-DS, Random and R.I; paired on the benchmark functions, using the Pairwise Wilcoxon Rank Sum test. “←” indicates superiority of the row method, while “↑” indicates superiority of the column method. “≃” indicates no statistical difference.

<table>
<thead>
<tr>
<th>DS</th>
<th>i-DS</th>
<th>R.I.</th>
<th>Random</th>
<th>MOEA/D-DE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS</td>
<td>-</td>
<td>1.3e-12 ←</td>
<td>1.1e-06 ←</td>
<td>5.9e-08 ←</td>
</tr>
<tr>
<td>i-DS</td>
<td>1.3e-12 ↑</td>
<td>-</td>
<td>0.00078 ↑</td>
<td>0.00172 ↑</td>
</tr>
<tr>
<td>R.I.</td>
<td>1.1e-06 ↑</td>
<td>0.00078 ←</td>
<td>-</td>
<td>0.41140 ≃</td>
</tr>
<tr>
<td>Random</td>
<td>5.9e-08 ↑</td>
<td>0.00172 ←</td>
<td>0.41140 ≃</td>
<td>-</td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>&lt;2e-16 ↑</td>
<td>9.0e-05 ↑</td>
<td>1.0e-08 ↑</td>
<td>1.0e-08 ↑</td>
</tr>
</tbody>
</table>

that with lower values, such as 0.10 and 0.20, the algorithm displays a more conservative behavior, updating around 10% and 20% of the population, respectively. On the other hand, the algorithm displays a more aggressive behavior with higher values, such as 0.60 and 0.80 (updating 60% and 80% of the population, respectively) Note that when the fix value is equal to 1.00, all subproblems are selected to be updated, therefore, this case simply reproduces the standard MOEA/D-DE.

We use the same experiments parameters and evaluation methods as in Section 4.1. We consider only UF10 and DTLZ7 functions.

5.1 IGD Results

Table 3 and Figure 1 show that by updating only a small fraction of the solutions improves the performance of MOEA/D in terms of IGD values. That is, if we only update around 10% of the population leaving around 90% of the population
Fig. 1: Box-plot of IGD values of all threshold methods on two functions.

Fig. 2: Pareto Front of all threshold Priority Functions on UF10.
unchanged, the algorithm performs the best. The same trend happens with the proportion of non-dominated solutions.

The Pairwise Wilcoxon test results indicate significant differences in IGD favoring the idea of updating only small subgroups of the whole population. In a more concrete way, the results indicate that updating 10% or 20% of the population is better than updating 90% or 100% of the population. Figures 2 and 3 show example of the achieved Pareto Fronts in UF10 and DTLZ7.

6 Conclusion

In this work, we studied different ideas of Priority Functions, those based on metrics (DS, R.I.) and those that have give the same priority to all subproblems. Both ideas have their merits, since for some problems, using metrics had better IGD results while for other problems using metrics had worse IGD results. Although both groups are based on divergent strategies in terms of inspiration, all
of them limit the number of solutions of the population that are updated from a iteration to the next. We recall the title of this work “Resource Allocation in MOEA/D: What is important?” and we understand that holding part of the population unchanged and only updating a small subpopulation seems to be of great importance. This goes some way towards enhancing our understanding of Resource Allocation in MOEA/D.

We understand that the behavior demonstrated by in this study MOEA/D with Priority Functions is similar to the behavior of MOEA/D with the external archive population. That is because by using the external archive, MOEA/D is able to maintain the non-dominated solutions found during the search while by using Priority Functions MOEA/D is also able to maintain non-dominated solutions, since there is a limit of solutions that can be replaced from a solution to the next. In contrast, MOEA/D benefits better from Resource Allocation techniques since the non-dominated solutions are still able to influence the search while having no extra computational cost (there is no need to store two populations - the main one and the one from the external archive).

Also, MOEA/D with Priority Functions might be interpreted as a steady-state MOEA/D. There is because MOEA/D with Priority Function limits the number of solutions that are changed between iteration while in any steady state evolutionary algorithms, only a few (mostly one or two) solutions of the a population are replaced. This relationship becomes even clearer when we consider the analysis of Section 5, where we can see that there is a well-defined trend between holding smaller fractions of the population and the improvement of MOEA/D.

The small number of functions investigated does not allow to a more general and definitive conclusion, however, an extensive analyses would be a fruitful area for further work.
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